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Preface 
 

 

During the past years huge investigation work was performed in the area of the intelligent image 

processing, mainly adapted to image basic parameters and contents. It actuality grew up together with the 

fast development of the information and communication theories all over the world. In a short time period 

were created, developed and perfected wide variety of algorithms for compression, processing and analysis 

of images of different kind: natural, multispectral, multi-view, medical, satellite photos of very high 

resolution, etc. The image processing application areas were also widened in mobile video communications, 

e-trade, e-services, geographic information systems and systems for visual control of mobile robots, 

visually controlled computer interfaces, biometric systems, electronic art, computer games, etc.    

 
The present book is devoted to some new approaches in the intelligent image processing, making up for 

deficiencies in theory and practice and further developing some of the famous methods and algorithms in 

the area. The original methods and algorithms, introduced in the book, represent the research activity of the 

editor during the past years, as well as these of his co-authors from the Technical University of Sofia and 

colleagues, with whom he worked on various related research projects. Significant part of the chapters is 

based on the method for Inverse Pyramid Decomposition of still images. Nevertheless, each chapter could 

be read independently.  

 

The book is aimed at specialists, interested in new and non-conventional approaches in the 

contemporary image processing and also at BSc, MSc, PhD and post-graduate students, who study methods 

and algorithms for digital image processing, search by content in image databases and visual control of 

mobile robots.  

 

 Book arrangement 
The book consists of 2 parts and comprises 18 chapters.  

Part 1: “Techniques and methodologies” has 10 chapters, in which are presented new methods and 

algorithms, considering various aspects of the intelligent image processing.  

Part 2: “Applications of the Intelligent Image Processing” has 8 chapters, devoted to various application 

problems of the image processing, solved on the basis of the new algorithms modeling.  

Each chapter is arranged so, that to be individually read and understood, which makes the book easily used. 

There is also given information for the chapter authors, which permits direct contacts with them, when 

needed. Each chapter has vast contemporary references on the themes.      

Significant part of the chapters is based on the Inverse Pyramid Decomposition of still images, developed 

initially by the Editor in 2001, and later developed together with some of his co-authors. This basic 

decomposition was used for the development of various application algorithms mainly in the areas of image 

processing and analysis.  

 
Brief presentation of the book chapters’ contents is given below: 

1. Pyramidal image representation in the spectrum space domain: in the chapter is presented one new 

approach for still image processing, based on the Inverse Pyramid Decomposition (IPD). The basic 

principles of the decomposition are given, and in particular - the implementation with orthogonal linear 

transforms. The chapter also contains comparison of the Inverse and the Laplacian pyramidal 

decompositions, and outlines the advantages of the new decomposition. Here is given also in detail the 

Reduced IPD, which is not overcomplete, and is presented one new method for image compression 

enhancement, based on the spectrum pyramid. 

2. IPD with adaptive non-linear transforms based on neural networks: one new method for non-linear still 

image representation based on the Inverse Pyramidal Decomposition with a neural network is proposed in 

this chapter. This approach is developed by analogy with the human way for image recognition, based on 

consecutive approximations with increasing similarity. The corresponding approximations in the 

decomposition layers are represented by the neurons in the hidden layers of the neural networks. This 

approach ensures efficient description of the processed images and as a result - a higher compression ratio. 

The new image representation is suitable for various applications.  
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3. Image color representation with adaptive KLT: the use of the Karhunen-Loève Transform (KLT) for 

the processing of the image primary color components gives as a result their decorrelation, which ensures 

the enhancement of some other operations: compression, color-based segmentation, etc. The basic problem 

is the high computational complexity of the KLT. In this chapter is offered a simplified algorithm for the 

calculation of the KLT color space transform matrix, which is based on the analytic detection of the color 

covariance matrix eigenvectors. The new algorithm surpasses the existing similar algorithms in its lower 

computational complexity, which is a prerequisite for fast color segmentation or for adaptive coding of 

color images aimed at real time applications. 

4. Multi-view and multispectral image representation by IPD: one new approach for compression of 

multi-view and multispectral images, based on the Inverse Pyramid Decomposition (IPD) is presented. This 

approach is applicable to large number of spectral images or views of same object, processed as a common 

group. For this, their histograms are calculated and compared. The image, whose histogram is most similar 

with these of the remaining ones in the group, is used as a reference. The image decomposition starts with 

the reference image, which is processed with some kind of orthogonal transform, using limited number of 

transform coefficients only; after inverse transform is obtained the coarse approximation of the image.  The 

IPD then branches out into several parts, corresponding to number of images in the group. The first 

approximation used in the group is that, calculated for the reference image. In result is obtained high 

compression and very good visual quality of the restored images. 

5. Lossless data compression based on adaptive run-length coding: the method for adaptive lossless 

image coding is aimed at the efficient compression of grayscale or color digital still images. The method is 

based on the analysis of the processed images histograms, followed by modified Huffman and run-length 

coding. The coding is performed in two consecutive stages: at first, the original data (i.e., the digital 

information about the image brightness and color components) is transformed without affecting their 

volume in such a way, that to obtain sequences of same values (in particular, zeros) of maximum length; in 

the second stage of the processing the transformed data is analyzed and sequences of same numbers are 

detected. Every such sequence is substituted by a shorter one, corresponding to number of same values 

which it contains. The method is extremely suitable for images of graphics or texts (for example: 

fingerprints, contour images, cartoons, medical signals, etc.). The method has low computational 

complexity and is suitable for real-time applications.   

6. Multi-layer image watermarking based on the IPD with Complex Hadamard Transform: one new 

method for digital content protection based on watermark data insertion in the image transform domain is 

introduced. For this, the still digital image is transformed using Complex Hadamard Transform (CHT), and 

the watermark data is then inserted in the imaginary part of the transform coefficients. The selection of 

transform coefficients, suitable for the watermarking, is done in accordance with pre-defined rules. The 

inserted watermark is perceptually invisible. The method permits insertion of relatively large amount of 

data, retaining the high quality of the protected image. Main advantages of the algorithm for digital 

watermarking, based on the CHT are that it is resistant against attacks, based on high-frequency filtration 

(JPEG compression); it permits the insertion of significant amount of data, and the watermark detection 

could be done without using the original image. 

7. Invariant object description with inverse pyramid based on the truncated modified Mellin-Fourier 

Transform: one new method for invariant 2D object representation based on the Mellin-Fourier Transform, 

modified for the application is presented. The so obtained image representation is invariant against 2D 

rotation, scaling, and translation changes. The representation is additionally made invariant to significant 

contrast and illumination changes. The method is aimed at content-based object retrieval in large image 

databases. The experimental results obtained using the software implementation of the method proved its 

efficiency. The method is suitable for various applications, such as detection of children sexual abuse in 

multimedia files, search of handwritten and printed documents, etc. 

8. Multi-layer search in image database using inverse pyramidal representation: one of the most 

important problems concerning the efficient management of large image databases is the creation of 

algorithms for efficient content-based image retrieval. In Section 1 of this chapter is presented one new 

approach for fast search of 2D objects in image databases, generalized for 3D objects in Section 2. Both 

approaches are based on the pyramid image decomposition in the spectrum domain, called Inverse Pyramid 

Decomposition. The image retrieval is performed by evaluation of the multi-layer distance between 

compared images. The method permits to perform the search through recursive algorithm of relatively low 

computational complexity. The approach for fast search of 3D objects in image databases, presented in 

Section 2, requires preliminary introduction of specially selected multi-view images for each object. These 
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images are used for the creation of the cognitive multi-layer model for 3D object representation, whose 

basic parameters in the learning procedure are set by neural networks. 

9. Object segmentation based on the adaptive color Principal Component Analysis: one new 

application of the adaptive color Principal Component Analysis, PCA (also known as the adaptive color 

Karhunen-Loève Transform - ACKLT) for objects segmentation on the basis of their dominant color is 

presented. In the case, when color vectors of the objects have Gaussian distribution, for their segmentation 

is used the famous elliptic boundary color model. In result of the use of the PCA, this model is represented 

by the canonic equation of an ellipsoid. As a result is simplified the calculation of the Mahalanobis distance 

between the color vector of each pixel and the centroid of the color vectors for a given cluster. The 

segmentation accuracy is higher also.  In the case, when the color vectors of the objects do not have 

Gaussian distribution, is used the non-linear transform based on the Kernel PCA, which permits in this case 

also to achieve higher color segmentation accuracy. In the chapter are given some experimental results of 

the algorithms modeling, and in particular - the application for human skin detection of people from various 

ethnic groups. 

10. Contrast enhancement with histogram-adaptive image segmentation: a specific approach aimed at 

the improvement of the visual quality of underexposed or low-contrast images is presented. For this is 

developed new algorithm for contrast-enhancement, based on the segmentation of the image area with 

relatively high density of dark elements. The problem is solved changing the brightness intervals of the 

selected segments followed by adaptive equalization of the corresponding parts of the histogram. The 

software implementation of the method is relatively simple and permits easy adaptation of the contrasting 

algorithm in accordance with the image contents, requiring the setting of small number of parameters only. 

The obtained results prove the efficiency of the new method on the processed image quality. 

11. Archiving and protection of documents images: a new approach for efficient archiving and content 

protection of scanned documents, comprising texts and pictures, is presented. It presumes to compress 

pictures and texts in different way: the pictures - with lossy coding based on decomposition, called Inverse 

Pyramid Decomposition (IPD), and the parts, containing text (graphics) - with lossless coding. For the 

reliable image content protection is offered new method for digital watermarking based on the IPD, which 

permits the insertion of multi-layer watermarks. 

12. New format for coding of still images based on the inverse pyramid decomposition: the recent 

development and use of huge image databases creates various problems related to their efficient archiving 

and content protection. A wide variety of standards, methods and formats have been created, most of them 

aimed at the efficient compression of still images. Each standard and method has its specific advantages and 

demerits, and the best image compression solution is still to come. This chapter presents new format for 

archiving of still images and sequences of similar images (multispectral, medical, etc.), based on the Inverse 

Pyramid Decomposition (IPD). In a special annex is given the set of coefficients, which permit image 

archiving with consecutive quality improvement in 100 consecutive steps. 

13. Local adaptive interpolation of halftone images: a new method for local adaptive two-dimensional 

interpolation of halftone images is presented. The adaptation is based on the local information from the four 

neighboring pixels of processed image and the interpolation type is changed to zero or bilinear one. An 

analysis of local image characteristics in small areas is performed and optimal selection of thresholds for 

dividing into homogeneous and contour blocks is made which results in adaptive change of the interpolation 

type. The analysis of the interpolated halftone image quality is made and the methods for zero, bilinear and 

cubic image interpolation are compared on the basis of the calculated PSNR, SNR, MSE and subjective 

observation. Experimental results are given from the simulation in MATLAB environment. The average 

signal to noise ratio enhancement is about 1.5 dB. 

14. Enhancement and efficient storage of signatures and fingerprint images: a new approach for 

processing the images of fingerprints, signatures, and handwritten texts, based on histogram modification 

and on adaptive filtration followed by image segmentation is presented. The visual quality of images 

obtained in result of the processing is significantly enhanced. The archiving is based on the method for 

adaptive lossless data compression, which suits the statistics of the processed images very well and ensures 

high compression ratio. The comparison with JPEG 2000 LS proves the method efficiency.   

15. Defects detection in X-ray images and photos: a new approach for defects detection in low contrast 

digital images (X-ray or photos) and images with uneven background illumination is presented. The 

specially developed algorithm comprises two main stages: image pre-processing (noise suppression and 

correction of the uneven illumination) and adaptive defects segmentation. This approach permits detection 

of different kinds of defects and irregularities and ensures high accuracy. It is suitable for the analysis of X-
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ray images of welds, or photos of pipes, plates, etc. The experimental results obtained with the software 

implementation of the described algorithm prove its efficiency. The chapter also points up the advantages of 

the presented algorithm in comparison with some well-known methods for non-destructive control. 

16. Visual observation, motion control and tracking for intelligent mobile robots. Visual observation is 

a part of the image processing methods applied in visual systems of the intelligent robots. Visual robot 

systems acquire information from the area of observation capturing images and using visual sensors or 

video cameras as visual perception devices. Visual observation methods depend on the intelligent robot 

application or executed tasks. In this chapter are considered applications for intelligent mobile robots only, 

especially - the tasks of motion control - and are proposed image processing methods for visual observation 

of objects or people in the mobile robot area. From the review and analysis of existing similarity between 

the intelligent mobile robot visual observation and the human visual perception are determined some useful 

conclusions for the development of two algorithms for learning and testing the intelligent mobile robot 

observation system.  

17. Age-group classification with dissimilarity representation and subspace projection: a framework 

for age-group classification in two classes is presented. An investigation of the framework performance, 

based on two configurations, is performed. The configurations consist of dimensionality reduction and 

classification steps. The first configuration reduces the input space dimensionality using combination of 

Principal Component Analysis (PCA) and spectral regression algorithms. Classification with Support 

Vector Machines (SVM) is used following the dimensionality reduction step. The second configuration of 

the framework consists of PCA and classification over dissimilarity representation steps. The classification 

problem is solved by the proximity index”shape coefficient” with SVM decision rules. In order to work 

with real life images with complicated background, both configurations are extended with face detection 

and face normalization algorithms. The results from experiments with real images are encouraging enough 

to propose this framework as good alternative to other algorithms for age-group classification. 

18. Robust eye tracking with active camera control: two different algorithms for eye tracking based on 

artificial infra-red lightning are described. The first one uses a particle filter to locate and track the eye pupil 

and an optimization with Expectation-Maximization algorithm for better pupil contour approximation. The 

second one relies on synchronized switching infrared lightning and deformable template of the eye lids. 

Finally a gaze direction is calculated by using a geometrical model of the human eye-ball. An algorithm for 

face pose estimation is also introduced which helps to compensate the user's head rotations, which in 

combination with the gaze direction estimation make the system much more robust and independent of the 

user's head movements. 
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